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Abstract
Improving our ability to localize bioelectric sources within a peripheral nerve would help us to monitor the control signals flowing to and from any limb or organ. This technology would provide a useful neuroscience tool, and could perhaps be incorporated into a neuroprosthesis interface. We propose to use measurements from a multi-contact nerve cuff to solve an inverse problem of bioelectric source localization within the peripheral nerve. Before the inverse problem can be addressed, the forward problem is solved using finite element modeling. A fine mesh improves the accuracy of the forward problem solution, but increases the number of variables to be solved for in the inverse problem. To alleviate this problem, variables corresponding to mesh elements that are not distinguishable by the measurement setup are grouped together, thus reducing the dimension of the inverse problem without impacting on the forward problem accuracy. A quantitative criterion for element distinguishability is derived using the columns of the leadfield matrix and information about the uncertainty in the measurements. Our results indicate that the number of variables in the inverse problem can be reduced by more than half using the proposed method, without having a detrimental impact on the quality of the localization.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Improvements in our ability to localize bioelectric activity within a peripheral nerve would be useful in several respects. Primarily, such technology would make it easier to characterize the control signals being exchanged between the central nervous system and a limb or organ, thereby allowing us to further our understanding of physiological control systems such as reaching \cite{1} and bladder control \cite{2}. Furthermore, if the localization could be performed in real time, the information flowing to a given limb could be extracted, interpreted and used to control a neural prosthesis. Unfortunately, existing solutions to this problem have significant shortcomings. Extraneural recordings obtained using nerve cuff electrodes can detect variations in the activity of the nerve as a whole, but techniques to determine the specific location of that activity within the nerve are currently limited. In particular, although the selectivity that can be achieved with cuff electrodes has been studied \cite{3, 4}, little work has been done on how to actually identify a combination of active pathways within the nerve using recordings from its surface. Intraneural microelectrode arrays, on the other hand, can give us information about activity close to the tips of the microelectrodes, but arrays dense enough to achieve a good coverage of the nerve are more invasive than cuff electrodes.
may inadvertently cause damage to the nerve when implanted or during movement and may be too big for smaller nerves [5].

With this problem in mind, the overall objective of our research is to achieve more precise localization of electrical activity within a nerve than what is possible with existing methods, by approaching the issue as an inverse problem of source localization. Using potential recordings from multiple sites at the periphery of the nerve, obtained from a cuff electrode with a large number of contacts, the problem can be formulated as a modified version of the distributed linear approach to the electroencephalography/magnetoencephalography (EEG/MEG) source localization problem [6–12]. A schematic representation of the proposed measurement setup is shown in figure 1. Although this method uses extraneural recordings, it is differentiated from most of the other methods in this category by the number of electrode contacts and the fact that source localization algorithms are used rather than traditional signal processing techniques. Related approaches that have previously been proposed include the use of blind source separation [13, 14] and linear regression [15] to differentiate the signals in two fascicles. The method we are proposing constitutes a more flexible framework that can be applied both to differentiation between several fascicles and to localization within one fascicle (albeit with limited resolution). A similar source localization approach has been suggested for the purposes of electrode targeting in the spinal cord [16].

The aim of the current study is to reduce the number of variables to be estimated in the source localization problem by taking into account the inherent limitations in the measurement setup. The guiding principle for the reduction will be that if the properties of the nerve, the electrode and the discretization of the solution space are such that the sources at two adjacent locations will produce indistinguishable measurements, then the activity at those two locations can be represented by a single variable. The main benefit of eliminating unnecessary variables will be improvements in computation time and storage requirements, as well as improved insight into what resolution limitations are intrinsic to a given nerve anatomy and electrode geometry.

In source localization problems, including EEG/MEG and the peripheral nerve problem under consideration here, the relationship between the measurements and electrical activity can be formulated as

\[ \mathbf{d} = \mathbf{Lj} + \epsilon, \]  

(1)

where \( \mathbf{d} \) is a vector of \( N \) potential measurements obtained from the electrode contacts, \( \mathbf{j} \) is a vector of dimension \( 3M \) containing the magnitudes of dipolar current sources spread throughout the region under consideration (using three orthogonal dipoles at each of the \( M \) positions), \( \mathbf{L} \) is an \( N \times 3M \) matrix describing the influence on each electrode contact of a unit dipole source at each location and orientation in the discretized space and \( \epsilon \) is the additive noise. \( \mathbf{L} \) is known as the leadfield matrix. It is built using a model of the peripheral nerve, with which numerical techniques are used to compute the potentials at every electrode contact for each possible unit source. For EEG/MEG problems, boundary-element methods are generally employed, but the anisotropic nature of the peripheral nerve tissues make finite-element (FE) models more appropriate [17, 18]. The magnitude of each of the three orthogonal dipoles at each of the elements in the FE model is then treated as one variable in the inverse problem of source localization. As a result, \( M \) is typically considerably larger than \( N \). Because the inverse problem of recovering the source activations from the measurements is ill-posed, a large number of techniques have been proposed to choose acceptable solutions using various constraints, either anatomical or mathematical in nature (reviews on the topic include [19–22]).

The accuracy of the FE model both in terms of anatomy and tissue conductivities will influence the quality of the solution when the leadfield computed from the model is applied to measurements obtained in vivo. When a FE model is used to construct the leadfield, the fineness of the mesh will have a significant impact on the accuracy of the matrix entries. Unfortunately, each element in the mesh corresponds to a variable to be solved for in the inverse problem, creating a conflict between the needs to make the leadfield as accurate as possible and to keep the number of variables as small as possible. A simple way to reduce the number of variables without coarsening the original FE mesh would be to decimate the solution space for the purposes of the inverse problem. Here, we propose an alternative method to reduce the number of variables, where the decisions are based on quantitative information contained in the leadfield. Each column of the leadfield matrix describes the set of measurements obtained when a unit source is placed at a given location (the forward field of that source). Therefore, if the difference between two columns corresponding to adjacent locations is extremely small, then the two corresponding sources can be said to be indistinguishable by the measurement setup. This implies that two variables are being used when only one is useful. We investigate how much reduction in the number of variables can be achieved by grouping together leadfield columns that are indistinguishable, and what, if any, detrimental impact this transformation may have on the process of solving the inverse problem.

The notion of varying the mesh coarseness in accordance with the capabilities of the measurement setup has been
By using the differences between leadfield columns as a quantitative grouping criterion, we are adapting this idea to a bioelectric source localization problem, and developing a method by which the accuracy of the forward problem does not need to be compromised. Part of this work has been previously presented at a conference [25].

2. Theory

Determining whether two leadfield columns correspond to indistinguishable elements is equivalent to determining whether all the entries in the two vectors are indistinguishable down to a given precision. The precision of the sensor and the amount of noise present will determine the minimum difference that must exist between two values for them to be reliably distinguishable. Calling this minimum distance $\delta$, the two vectors $v_1$ and $v_2$ are deemed distinguishable if they meet the following condition:

$$\|v_1 - v_2\|_\infty > \delta. \quad (2)$$

The remaining necessary step before being able to apply this criterion is to determine $\delta$. We can consider sensor precision and measurement noise within a single framework by interpreting the sensor error as noise. To relate $\delta$ to the noise level, two values will be considered distinguishable if they are separated by at least twice the standard deviation of the noise. By using the definition of the noise-to-signal ratio (NSR) in equation (3) (the standard deviation of the elements of the noise vector over the standard deviation of the elements of the signal vector), the condition stated above can be reformulated as shown in equation (4):

$$\text{NSR} = \frac{\text{std(noise)}}{\text{std(signal)}}, \quad (3)$$

$$\|v_1 - v_2\|_\infty > 2 \times \text{NSR} \times \text{std(signal)}. \quad (4)$$

Using this criterion, groups of indistinguishable adjacent elements can be formed. The leadfield columns corresponding to all the elements in a group are then replaced by a single vector equal to the average of all the selected original columns, thereby reducing the total number of columns in the leadfield.

It is typical for the leadfield in a bioelectric source localization problem to contain three columns for each location to be solved for, corresponding to the three orthogonal components of the dipole at that location. In that case, two elements can truly be said to be indistinguishable only if all the three pairs of leadfield columns prove indistinguishable. In addition, in order to guarantee that the elements are indistinguishable for a unit source of any orientation, the threshold in equation (4) must be divided by $\sqrt{3}$. A short proof of this is provided in the appendix. On the other hand, in peripheral nerves, the current sources generating the electric potentials outside of the axon can be modeled as dipoles oriented along the axis of the nerve [26]. We will therefore restrict the solution space to dipoles oriented in that direction only, since the components in the other two directions should be significantly smaller. This choice reduces the size of the leadfield from $N \times 3M$ to $N \times M$. Furthermore, the grouping of elements is based on the comparison between a single pair of vectors, instead of three pairs, and using the threshold in equation (4) without adjustment. An analogous reduction would be applicable if the element grouping method was used in an EEG/MEG source localization problem with fixed dipole orientations.

It should be noted that the criterion outlined here assumes that there is no significant difference in the noise level at the various electrode contacts. This is a simplification, because potentials originating from sources outside the cuff vary linearly with the longitudinal position along the cuff [27], such that noise levels will be different for contacts located at different points along the cuff. If sufficient information about the noise distribution at the various contacts was available, it could be incorporated into the distinguishability criterion by making the threshold different for each entry in the vector difference.

3. Methods

3.1. The finite element model and leadfield construction

A finite element model of a unifascicular section of the rat sciatic nerve was used for the purposes of this study. The model consisted of a cylindrical nerve surrounded by a cuff electrode. The nerve consisted of a single fascicle and was modeled as three concentric cylinders representing the endoneurium, perineurium and epineurium layers. The nerve and the cuff were separated by an encapsulation tissue layer and a saline layer. The whole structure was placed in a saline bath. The dimensions and conductivities of the various parts of the nerve model are given in Table 1 and based on similar models and anatomical studies described in the literature [3–5, 28–32].
From this model, five meshes of varying coarseness were generated. The solution space for the source localization problem was restricted to the endoneurium. The number of mesh elements for the endoneurium region only was 75,600, 38,400, 19,200, 12,000 and 8,400 for the five meshes, respectively. The other variable of interest is the number of contacts in the cuff electrode. Four values were considered: 104, 56, 24 and 12. The 56 contacts were chosen from the original 104, the 24 from the 56 and the 12 from the 24, such that each set was a subset of the previous case (specifically, the contact configurations consisted of 13 rings of 8 contacts, 7 rings of 8 contacts, 3 rings of 8 contacts and 3 rings of 4 contacts, with the rings in all cases being positioned symmetrically with respect to the middle of the cuff). The 56-contact electrode was modeled on a recording cuff design by the Laboratory for Biomedical Microtechnology at the University of Freiburg [33], and the other cases are merely extensions or subsets of this pattern of contacts. The electrode dimensions in the model are also taken from this design, which corresponds to the device that will be used in upcoming acute source localization experiments in rats. The 1 mm diameter of this cuff is very close to the approximate diameter of the rat sciatic nerve, hence the tight fit of the cuff in the model. In total, the 5 coarseness levels and 4 electrode patterns resulted in 20 leadfield matrices. The finite element analysis was conducted using the SCIRun computing environment [34], and the rest of the leadfield computations were performed using the Matlab software. The procedure for obtaining the leadfield from the finite element model is described by Weinstein et al [17].

3.2. Element grouping algorithm

The algorithm described in the theory section is designed to reduce a leadfield matrix based solely on the entries of that matrix, rather than using information contained in a specific set of measurements. If we want to incorporate information about the noise level into the choice of threshold, however, the standard deviation of the signal must be known (see equation (4)). In order to circumvent the problem, we base the threshold calculations on a collection of sample signals obtained from the leadfield columns themselves. Each column corresponds to the measurements obtained when a unit source is placed at a given location, and therefore can be seen as a simple sample signal. We choose a subset of all these possible sample signals. For each of the column vectors in this set, the standard deviation of the entries of the vector is computed. The average of these standard deviation values is then used as the signal standard deviation in equation (4). The columns included in the subset are those corresponding to the mesh elements lying in the endoneurium between the heights of 2 and 3 cm along the 5 cm nerve model, under the assumption that the signals originating close to the midpoint of the cuff are the most representative of the signals that we are interested in localizing.

Having now obtained all the information necessary for determining whether two elements are distinguishable, we can proceed to use this criterion to form groups of indistinguishable elements. Although, theoretically, groups could consist of non-adjacent elements spread throughout the solution space, the leadfield reduction process could then no longer be interpreted as a search for the inherent resolution achievable by the measurement setup. In this study, the additional restriction is therefore imposed that groups should be formed from connected mesh elements. This has the additional advantage of considerably reducing the time required to test every eligible pair of elements for distinguishability. To further simplify the grouping process, we use the fact that the mesh was constructed using an extrusion process that results in distinct layers of elements, and only compare elements to others within the same layer. Within each layer of the mesh, the algorithm used is as follows. First, a chain of connected elements is formed, going along the outer edge of the layer and spiraling inwards until the center is reached. If a point is reached where all the elements connected to the current element are already part of the chain, then the chain continues at the next free element. Once all the elements have been added, comparisons are performed on successive elements of the chain. For instance, the second and first elements are compared, and if they are indistinguishable they are grouped together. If the third element is also indistinguishable from both of the first elements, it is added to the group. This process is continued until an element is found that cannot be added to the group. A new group is then begun, and so on until all the end of the chain is reached. A sample grouping is shown in figure 2, corresponding to a layer of the FE model midway up the cuff electrode (this particular grouping is based on the assumption of a 0.1% NSR).

The algorithm just described clearly does not capture all possible groupings. The chaining process essentially restricts the comparisons to a one-dimensional geometry instead of a two-dimensional one, and some elements that are indistinguishable will therefore not be grouped. Additionally, restricting the comparisons to elements within the same layer will also omit some possible groupings. The spiral shape is dependent on the geometry of the mesh, which is irregular and so can cause some distortion and influence which elements
are grouped (this effect is visible in figure 2 toward the center of the cross-section). Unfortunately, developing an algorithm able to maximize the number of three-dimensional groupings is far from a trivial task, and is not the main concern of this study. The chain algorithm used is capable of significantly reducing the size of a leadfield, as will be shown in the results section, and therefore is deemed sufficient for the purposes of this study.

The following NSR values were used to choose a grouping criterion: 0.1%, 5%, 10%, 15% and 20%. Having an error equal to 0% is unrealistic, if only because of numerical precision issues. For the purpose of this study, a value of 0.1% was therefore used instead of 0% to capture very small errors, such that elements that are extremely similar will still be grouped together.

### 3.3. Leadfield comparison metrics

The success of the leadfield reduction process will be evaluated primarily in terms of the number of columns of the reduced leadfield, compared to the original leadfield. Nonetheless, the advantages derived from a smaller matrix may not be worthwhile if the new matrix has a detrimental impact on the quality of the inverse problem solution. For this reason, it is important to have a set of metrics that reflect the difficulty of solving the ill-posed problem using a given matrix.

#### 3.3.1. Rank and condition number.

The rank of the leadfield matrix should be equal to the number of electrode contacts. Otherwise, some of the measurements would be linearly dependent on others and not providing any additional information. It is therefore important to check that a reduced leadfield still has full row rank, in order to confirm that the reduction process has not led to a loss of information. The other matrix property that will be examined is the condition number, which is a measure of the sensitivity of the solution of a linear system of equations to errors in the right hand side [35, 36]. The condition number can be computed as the ratio of the largest and smallest singular values of the matrix. Matrices with relatively small condition numbers are said to be well conditioned, otherwise they are ill conditioned. The leadfield matrix in the source localization problem is typically ill conditioned, and a variety of regularization techniques exist to deal with this problem (usually by finding ways to minimize the destabilizing effect of very small singular values, for example by adding a constant to all singular values or by truncating the smallest ones) [36]. Our concern here is therefore not the absolute value of the condition number, but we need to check that the condition number of the reduced leadfield is not significantly greater than that of the original leadfield. Otherwise, the reduction process may have made the problem more difficult to solve. The metric used is therefore the ratio of the condition number of the reduced matrix to that of the original matrix.

#### 3.3.2. Geometry noise.

The two main sources of error in the source localization problem are measurement noise and geometry noise. The geometry noise is the error introduced by inaccuracies in the leadfield matrix, which occur because the models used to solve the forward problem are not completely accurate representations of the true anatomy. During the leadfield reduction process, the columns corresponding to elements deemed indistinguishable are averaged together. Depending on how rigorous a threshold is used, this averaging process could introduce some additional geometry noise. For each column in the original leadfield, a geometry noise vector is defined as the difference between the original leadfield column and the corresponding column in the reduced leadfield. By analogy with the measurement noise, the geometry noise level is then defined by using this geometry noise vector and the original leadfield column in equation (3). The average of this value for all the columns in the original leadfield is then used as a metric quantifying the amount of additional geometry noise introduced by the reduction process. Defining Met1 to be this metric, signal, to be the ith column of the original leadfield and ge to be the geometry error vector corresponding to that column, the metric is computed as shown in the following equation (where M is once again the number of leadfield columns):

$$\text{Met}_1 = \left(\frac{\sum_{i=1}^{M} \text{std}(g_{ei})}{\text{std}(\text{signal}_i)}\right) / M. \tag{5}$$

### 3.4. Example and complexity analysis

Although the rank, condition number and geometry noise metrics have the advantage of not being dependent on a specific source configuration, it is nonetheless beneficial to consider specific examples. These examples can provide some confirmation that the leadfield reduction process does not significantly increase the localization error, as well as illustrate the reductions in computation time that can be achieved. We focus here on two cases: the 56-contact, 75 600-element model, with 0.1% noise and 10% noise. The reduced leadfields constructed for NSR = 0.1% and NSR = 10% are used for the first and second of those cases, respectively, and the localizations are compared with those obtained using the original leadfield.

For each case, we generate simulated measurements corresponding to an action potential traveling along a single myelinated fiber. A myelinated mammalian nerve fiber action potential is first simulated using the model described by Sweeney et al [37]. In order to remain consistent with the EEG/MEG source localization literature, equivalent current dipoles are used to approximate the electrical activity of the nerve fibers. The magnitude waveform of the current dipole is therefore obtained from the first derivative of the transmembrane potential during the action potential [38]. The waveform is then propagated from one node of Ranvier to the next at a speed of approximately 57 m s\(^{-1}\) [37]. The nodes of Ranvier are placed 1 mm apart, which is consistent with a 10 μm-diameter fiber. For the purposes of this example we restrict the localization to a single time instant, when the action potential’s peak is in the nodes of Ranvier near the middle of the cuff. Once the current dipole locations and magnitudes have been obtained in this way, the measurements
are computed using the original leadfield and the appropriate amount of noise is added.

The source localization is performed using the sLORETA algorithm [9]. For each of the two example cases, 100 trials are conducted, with the position of the active fiber in the nerve cross-section generated randomly at every trial. To evaluate the results, the three-dimensional solution is projected onto a two-dimensional cross-section, because our primary interest is to determine which pathway is active. From the two-dimensional projection, localization error is obtained as the distance between the true pathway location and the location of the peak of the estimate. The error is averaged over 100 trials for each of the two example cases. Note that in order to compare the results, the reduced estimate is mapped back to the full solution space by assigning to each variable in the original space the value of the corresponding variable in the reduced space.

The computation time gains that can be achieved using the leadfield reduction depends on the algorithm used to solve the inverse problem. In the case of sLORETA, the first step of the algorithm is to solve a minimum-norm least-squares problem, defined in the following equation:

\[ \hat{j} = \arg \min_{j} \| (Lj - d) \|^2 + \lambda \| j \|^2, \]  

(6)

where \( j \) is the source estimate and \( \lambda \) is the regularization parameter that balances the model fitting with the constraints on the solution. This form of regularization is known as Tikhonov regularization [39]; as \( \lambda \) increases, emphasis shifts from ensuring a good fit to the data to ensuring that the solution meets the \textit{a priori} constraints (minimum norm in the case of equation (6)). As the amount of noise in the measurements increases, larger values of \( \lambda \) become necessary in order to stabilize the solution and avoid over-fitting due to noise. Here, the value of \( \lambda \) is chosen using the cross-validation functional [40]. The solution to the problem in equation (6) is given in the following equation [12]:

\[ \hat{j} = Td = L^{-1}[LL^T + \lambda I]^{-1}d. \]  

(7)

The second step is to normalize the resulting solution using the resolution matrix. The resolution matrix is defined in this case as \( R = TL \) and defines the mapping between the actual and estimated source activities (equation (8)):

\[ \hat{j} = Td = TL\hat{j} = Rj. \]  

(8)

For perfect localization to be achieved, \( R \) should be the identity matrix, but in practice this can never be the case because the problem is ill-posed. On the other hand, the diagonal of the resolution matrix does provide information on the bias of the solution for each point in the solution space. In sLORETA, the solution from equation (7) is normalized by elements of \( R \) in order to remove this bias, as shown in the following equation:

\[ \hat{j}_0 = (R_0)^{-1}\hat{j}. \]  

(9)

In the case of constrained orientations, where there is a single variable per dipole location, \( \hat{j}_0 \) is simply the magnitude of the \( \theta \)th dipole and \( R_0 \) is the \( \theta \)th diagonal entry of the resolution matrix.

Recall that \( L \) is of size \( N \times M \), with \( M \) much bigger than \( N \). As a result, the examination of equation (7) reveals it to be of complexity \( O(MN^2) \). Each diagonal entry of \( R \) can be computed in \( O(N) \), such that the total normalization process can be performed in \( O(NM) \). The choice of regularization parameter relies on an eigenvalue decomposition that is limited by the rank \( N \) of the leadfield [40], and therefore independent of \( M \). We expect to see these complexities reflected in the computational times of the examples when the original and reduced values of \( M \) are used.

4. Results

4.1. Size of the reduced leadfield

The number of columns in the original and reduced leadfields are compared in figure 3, for the five meshes, four electrode contact sets and five NSR values. In all cases, the original leadfield could be reduced to half its original size or less. As more measurement uncertainty was incorporated into the choice of threshold, the size of the reduced leadfield decreased. This result is in accordance with expectations, since it implies that noise deteriorates the achievable resolution.

When the grouping threshold were based on the assumption of very low-noise measurements (NSR = 0.1% in figure 3), the number of electrode contacts had very little influence on the number of columns in the reduced leadfield, suggesting that in ideal conditions the geometries and conductivities of the nerve and cuff may be the key factors influencing the reduction achievable, rather than the number of electrode contacts used. On the other hand, when measurement uncertainty was incorporated into the choice of threshold, the number of electrode contacts started to be more important. Figure 3 shows that in those cases the reduced leadfields had progressively more columns as the number of electrode contacts increased, meaning that the increased number of measurements slightly improved the resolution in the presence of noise. The sizes of the reduced leadfields corresponding to the different contact configurations did not, however, vary linearly with the number of contacts. This suggests that an optimal number of contacts could be found, representing a good trade-off between achieving better resolution and increasing the number of necessary contacts. In the present study, the difference between 12 and 24 contacts was very small, implying that very little is to be gained from using the larger of those two sets. On the other hand, the difference between 24 and 56 contacts was appreciable. The difference between 56 and 104 contacts was also noticeable but somewhat smaller, which suggests that out of the four configurations examined, the 56-contact configuration is the best choice for this problem. As the noise level continued to increase and the size of all the reduced leadfields decreased, however, the size differences due to the number of contacts became less significant (compare, for example, the NSR = 5% and NSR = 20% cases in figure 3). In other words, there was a limit to the amount of uncertainty that the number of contacts could compensate for. Finally, it is important to note that all of these observations are valid for all the five meshes investigated.
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Figure 3. Number of columns of the reduced leadfield as a function of the number of columns of the original leadfield and the number of electrode contacts, when the grouping criterion is based on NSR = 0.1%, 5%, 10%, 15% or 20%. The curves for 104 and 56 electrode contacts nearly overlap, as do the ones for 24 and 12 electrode contacts.

4.2. Properties of reduced leadfield

The reduced matrices had full row rank for every combination of mesh, number of contacts and noise level, meaning that the reduction process never led to any measurements becoming linearly dependent on others.

The ratio of condition numbers between the reduced and original leadfields was in all cases smaller than 1, indicating that none of the leadfields became more ill conditioned than they already were as a result of the reduction process. The mean of these ratios for all the reduced leadfields constructed was 0.905 ± 0.043, although no significant relationship to the mesh coarseness, number of contacts or noise level was observed.

Table 2 shows the values of the Met1 metric for all of the reduced leadfields. As expected, the amount of geometry error increases as the criterion for indistinguishability is relaxed (a clear example is provided by the row in bold). For all cases, the geometry error remained relatively small, with Met1 remaining under 2.5% when the least stringent grouping criterion is used and under 1% when the most stringent criterion is used. These values suggest that the increased geometry error is a small enough price to pay for the significant reduction that was achieved in the number of variables.

4.3. Simulation results

Figure 4 shows the 2D projections of the results of one trial in the 0.1% noise case, using both the original and reduced leadfields. It is clear from the figure that the localization performance for this trial was virtually identical regardless of whether the original or the reduced leadfield was used. Table 3 displays the average over 100 trials of the localization error for both examples, with the original and reduced leadfields in each case. The results show that the mesh reduction process resulted in a negligible localization error increase in the first example and a small decrease in the second example. These results support our claim that the reduction process does not significantly reduce the quality of the inverse problem solution.

Table 4 displays the total computation times for the two examples, as well as the breakdown into the different components of the algorithm. The table also shows the ratios of these different values for the simulations conducted with the original and reduced leadfields. The computation times were obtained using Matlab (The Mathworks Inc., Natick, MA) running on a desktop PC with a 3.0 GHz Pentium IV processor. As expected, the reduction had no effect on the speed of the regularization process, and the ratio of computation times
The size of the original leadfield is 75 600 elements, which corresponds to 100 trials. The size of the reduced leadfield was 30 252 elements, which is 0.6 times the size of the original leadfield. All simulations were conducted with 56 contacts, and all means were based on a ‘naive’ approach to matrix multiplications and did not take into account any of the optimizations that may be present in the Matlab software.

Table 3. Simulation results using the original and reduced leadfields. All simulations were conducted with 56 contacts, and all means correspond to 100 trials. The size of the original leadfield is 75 600.

<table>
<thead>
<tr>
<th>Contacts</th>
<th>Size of the reduced leadfield</th>
<th>Mean localization error using the original leadfield (mm)</th>
<th>Mean localization error using the reduced leadfield (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>104</td>
<td>30 252 ± 0.0801 ± 0.1359 ± 0.0807</td>
<td>21 472 ± 0.1359 ± 0.1333 ± 0.0940</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>19 200 ± 0.0801 ± 0.1359 ± 0.0807</td>
<td>12 000 ± 0.1359 ± 0.1333 ± 0.0940</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>8 400 ± 0.0801 ± 0.1359 ± 0.0807</td>
<td>5 600 ± 0.1359 ± 0.1333 ± 0.0940</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4 000 ± 0.0801 ± 0.1359 ± 0.0807</td>
<td>2 800 ± 0.1359 ± 0.1333 ± 0.0940</td>
<td></td>
</tr>
</tbody>
</table>

The solution of the minimum-norm least-squares problem was slightly larger than expected, but a substantial reduction was nonetheless achieved. The discrepancy between the expected and observed reduction may be due to the fact that our analysis was based on a ‘naive’ approach to matrix multiplications and observed reductions may be due to the fact that our analysis was based on a ‘naive’ approach to matrix multiplications and

For the normalization step was roughly equal to the ratio of the number of variables in the two leadfields. The ratio for the solution of the minimum-norm least-squares problem was slightly larger than expected, but a substantial reduction was nonetheless achieved. The discrepancy between the expected and observed reduction may be due to the fact that our analysis was based on a ‘naive’ approach to matrix multiplications and

Figure 4. 2D projections of the true source distribution (left), the estimate obtained with the original leadfield (middle) and the estimate obtained with the reduced leadfield (right), for one trial in the NSR = 0.1% example.

Table 2. Metric Met1 for all test cases.

<table>
<thead>
<tr>
<th>Contacts</th>
<th>NSR = 0.1%</th>
<th>NSR = 5%</th>
<th>NSR = 10%</th>
<th>NSR = 15%</th>
<th>NSR = 20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>104</td>
<td>0.6 ± 1.4%</td>
<td>1.1 ± 1.7%</td>
<td>1.3 ± 1.7%</td>
<td>1.6 ± 1.8%</td>
<td>1.8 ± 1.9%</td>
</tr>
<tr>
<td>56</td>
<td>0.6 ± 1.5%</td>
<td>1.1 ± 1.9%</td>
<td>1.4 ± 1.9%</td>
<td>1.6 ± 1.9%</td>
<td>1.9 ± 2.0%</td>
</tr>
<tr>
<td>24</td>
<td>0.6 ± 1.6%</td>
<td>1.1 ± 1.9%</td>
<td>1.4 ± 1.9%</td>
<td>1.7 ± 2.0%</td>
<td>2.0 ± 2.1%</td>
</tr>
<tr>
<td>12</td>
<td>0.6 ± 1.6%</td>
<td>1.1 ± 1.9%</td>
<td>1.4 ± 1.9%</td>
<td>1.7 ± 2.0%</td>
<td>2.0 ± 2.1%</td>
</tr>
</tbody>
</table>

5. Discussion

By using the similarity of leadfield columns as a criterion for grouping several mesh elements into a single variable, we were able to achieve substantial reductions in the number of variables that the inverse problem aims to estimate. This solution space reduction was investigated in the context of the peripheral nerve source localization problem, although it could also be applied to other bioelectric source localization tasks. The reduction is valuable for several reasons. First, the inverse problem is made less ambiguous by the clearer distinctions between the leadfield columns. The smaller discrepancy between the number of measurements and the number of variables also means that the problem will be somewhat better conditioned. Another important consideration is that the smaller leadfield matrix will translate into faster
computations. This can be particularly advantageous when iterative algorithms are used (e.g. FOCUSS [41]), and would become crucial if the real-time implementation were attempted as part of a control system for a neural prosthesis. The reduction in required storage space would also be valuable for implanted systems. The reduction process did not have a negative impact on any of the metrics used to assess the difficulty of the inverse problem.

Despite these advantages, however, it should be kept in mind that the smaller number of variables is a mixed blessing, since it implies lower resolution. The purpose of the technique presented here is not to make the number of variables arbitrarily small, but rather to try to approach the number that best represents the inherent resolution that is achievable for the given nerve properties and measurement setup, without having superfluous variables that simply make the problem more difficult. In that sense, the proposed technique provides us with information that could not be obtained using a simple decimation approach, and is therefore preferable even if both methods provide the same amount of solution space reduction.

The incorporation of information about the noise level in the criterion to determine the distinguishability of two mesh elements was also explored. Not surprisingly, increasing the uncertainty increased the number of element groupings, because pairs that were only barely distinguishable using perfect measurements could no longer be reliably separated. This is simply another way of saying that uncertainty in the measurements will negatively impact the achievable resolution. Additionally, it was found that a large number of electrode contacts had more impact on grouping decisions when uncertainty was present. Indeed, having more contacts would provide better spatial sampling of the electric fields, and therefore provide more opportunities to detect differences between the fields generated by sources in adjacent locations when very small differences are obscured by noise. This finding argues in favor of using a large number of contacts in practice, where noise cannot be completely avoided. On the other hand, it was found that increasing the number of contacts past a certain number started yielding diminishing returns, suggesting that an optimal number could be found. The impact of the number of contacts on the selectivity of cuff electrodes has been previously studied by Yoo and Durand [4], who also noted the existence of a plateau. The optimal number in that study proved to be 7, however there was a single ring of contacts. The higher number found here suggests that it is possible to take better advantage of having more contacts by distributing them in several rings along the length of the cuff, rather than a single ring. It is important to clarify that our conclusion about the existence of an optimal number of contacts applies only to improvements in resolution, and says nothing about the impact that a larger number of measurements will have on the accuracy of the inverse problem solution. That topic requires further study, but is beyond the scope of this paper.

Note also that, in practice, precise information on the noise level may in many cases be unavailable, in which case grouping decisions will have to be based on the NSR = 0.1% criterion, or on a conservative noise estimate. Otherwise, some resolution might be needlessly lost.

It should be kept in mind when analyzing the results of this study that the specific size reductions achieved are dependent on the grouping algorithm, which is not optimized. Small changes in the algorithm will affect both the groupings that are formed among indistinguishable elements and the overall number of groupings. It would therefore be worthwhile to continue improving the grouping algorithm in order to maximize the achievable reduction. Nonetheless, the present study demonstrated that even with a simple algorithm a substantial decrease in the number of variables could be obtained, highlighting the usefulness of this solution space reduction technique.

Another factor that was fixed in this study was the geometry of the nerve. Although the geometry was simplified here to a single cylindrical fascicle, the solution space reduction technique is in no way dependent on this geometry. It can be applied to any mesh geometry for which a leadfield has been computed. Certain situations, such as a mesh that is not comprised of well-defined layers or whose cross-section is not roughly compatible with a spiral shape, may require modifications of the grouping algorithm, but the basic reduction strategy would remain valid. Changing the geometry would of course alter the exact amount of reduction achieved, but since the technique proposed here is simply exploiting the limited resolution inherent in cuff electrode measurements, substantial reductions should be achievable regardless of the details of the geometry. Likewise, the exact impact of the geometry on the relationship between the number of contacts and the amount of reduction has not yet been established.

### Table 4. Computation time comparison for simulations using the original and reduced leadfields (all values are means over 100 trials).

<table>
<thead>
<tr>
<th>Computation step</th>
<th>Computation time (original)</th>
<th>Computation time (reduced)</th>
<th>Ratio (reduced/original)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSR = 0.1% ($M_{\text{reduced}}/M_{\text{original}} = 0.4$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularization</td>
<td>0.3136 s</td>
<td>0.3046 s</td>
<td>0.9918</td>
</tr>
<tr>
<td>Minimum-norm least-squares</td>
<td>0.3926 s</td>
<td>0.2467 s</td>
<td>0.6255</td>
</tr>
<tr>
<td>Normalization</td>
<td>0.3532 s</td>
<td>0.1397 s</td>
<td>0.3959</td>
</tr>
<tr>
<td>Total</td>
<td>1.0594 s</td>
<td>0.6910 s</td>
<td>0.6123</td>
</tr>
<tr>
<td>NSR = 10% ($M_{\text{reduced}}/M_{\text{original}} = 0.284$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularization</td>
<td>0.2611 s</td>
<td>0.2615 s</td>
<td>1.0022</td>
</tr>
<tr>
<td>Minimum-norm least-squares</td>
<td>0.3290 s</td>
<td>0.1176 s</td>
<td>0.3576</td>
</tr>
<tr>
<td>Normalization</td>
<td>0.3427 s</td>
<td>0.0953 s</td>
<td>0.2781</td>
</tr>
<tr>
<td>Total</td>
<td>0.9328 s</td>
<td>0.4743 s</td>
<td>0.5087</td>
</tr>
</tbody>
</table>
in the general case, but the underlying insight that having more contacts can compensate up to a point for the loss of information due to noise is independent of geometry.

Finally, although a detailed analysis of the accuracy and resolution that can be achieved using a source localization approach to identify the active pathways in a peripheral nerve is beyond the scope of this paper and will be conducted in upcoming publications, a few general remarks regarding the method are in order. In the EEG/MEG context, source localization techniques have both a much higher temporal resolution and a lower spatial resolution than other modalities, such as fMRI. In the peripheral nerve case, the high temporal resolution remains quite attractive, because of the short time spans involved in trains of action potentials. The low spatial resolution remains an area in obvious need of improvement but, in contrast with the EEG/MEG context, alternative methods for achieving spatial discrimination of the electrical activity within a nerve without risking tissue damage are very limited. EEG/MEG source localization studies are also hindered by the difficulty of assessing the correctness of the results, which is particularly important in light of the ill-posed nature of the problem, but in peripheral nerves the technique would be easier to validate using simultaneous micro-electrode array recordings. The drawbacks of the approach are, first, that a reasonably good model of the nerve anatomy is required in the forward problem to avoid an unacceptable inaccurate leadfield, and second, the sensitivity to noise (although this last point is complex and dependent on the specific algorithm and regularization technique employed). That said, with sufficient anatomical information and careful pre-processing of the nerve cuff signals to minimize the noise, the method could localize sources in a volume conductor of arbitrary complexity. The number of pathways that could be localized simultaneously would be influenced by the resolution of the specific source localization algorithm used (for instance, the sLORETA algorithm used in this paper trades off resolution in favor of accuracy). It is important to note that ‘pathway’ is not equivalent to a single source. In the example presented earlier in this paper, one pathway was modeled using 50 sources placed at consecutive nodes of Ranvier, and was localized accurately.

Based on these considerations, the source localization approach could provide a valuable tool for neural system identification. In addition, being able to simultaneously monitor the action potentials traveling along several specific pathways would have numerous applications in neuroprosthetic systems, in which the activity in a given pathway or pathways could be translated into the detection of specific events (e.g. heel strike) [42, 43] or tracking of movement trajectories [44, 45]. These applications would require the real-time application of the source localization and, although our current software implementation does not quite meet those requirements (see table 4), hardware implementations and computational advances in the next few years make this a realistic target. The solution space reduction method presented in this paper represents a significant advance toward this goal.
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**Appendix. Threshold adjustment for the case of unconstrained source orientations**

In the case of unconstrained source orientations, we want to ensure that two adjacent mesh elements are grouped only if the measurements produced by a unit source in one element are indistinguishable by those produced by the same source placed in the other element, regardless of the orientation of the source. In other words, if there exists a source orientation that results in distinguishable measurements for a unit source, then the two mesh elements should not be grouped. If the elements are distinguishable for one of the three orthogonal orientations corresponding to the leadfield columns, then they are not grouped and no further examination is necessary. Therefore, for the rest of this discussion, the following inequalities are assumed to be true:

\[
\|v_{11} - v_{21}\|_\infty \leq \delta, \tag{A.1}
\]
\[
\|v_{12} - v_{22}\|_\infty \leq \delta, \tag{A.2}
\]
\[
\|v_{13} - v_{23}\|_\infty \leq \delta. \tag{A.3}
\]

where \(v_{11}, v_{12}, v_{13}\) are the three leadfield columns corresponding to the first mesh element, and \(v_{21}, v_{22}, v_{23}\) are those corresponding to the second mesh element. If the orientation of the source is described by the triplet \((a, b, c)\), then the measurements produced when that source is placed in the first of the two mesh elements will be given by \(av_{11} + bv_{12} + cv_{13}\), with an analogous expression for the second mesh element. The difference between the measurements produced by that source in each of the two mesh elements will then satisfy the following inequality, which follows from equations (A.1) to (A.3) and the properties of the infinity norm:

\[
\|(a(v_{11} - v_{21}) + b(v_{12} - v_{22}) + c(v_{13} - v_{23}))\|_\infty \leq (a + b + c)\delta. \tag{A.4}
\]

Because the source under consideration has a unit magnitude, the values \((a, b, c)\) must satisfy the constraint

\[
\sqrt{a^2 + b^2 + c^2} = 1. \tag{A.5}
\]

It is easily verified that the highest value of \((a + b + c)\) attainable under constraint (A.5) is \(\sqrt{3}\). Combining this information with equation (A.4), we can conclude that in order to guarantee that the measurement difference will remain under a certain threshold \(\Delta\) regardless of the orientation of the unit source, then the threshold used in equations (A.1)–(A.3) should be equal to \(\delta = \Delta/\sqrt{3}\).
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